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MD Video Streaming in Ad Hoc Networks
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Abstract— For media streaming in ad hoc networks, service
replication has been demonstrated to be a quite effective coun-
termeasure to streaming interruptions caused by fragile paths
and dynamic topology. In this paper, we study the problem of
joint routing and server selection for double description (DD)
video streaming in ad hoc networks. We formulate the task as a
combinatorial optimization problem and present tight lower and
upper bounds for the achievable distortion. The upper bound
provides a feasible solution to the formulated problem. Our
extensive numerical results show that the bounds are very close
to each other for all the cases studied, indicating the near-global
optimality of the derived upper bounding solution. Moreover,
we observe significant gains in video quality achieved by the
proposed approach over existing server selection schemes. This
justifies the importance of jointly considering routing and server
selection for optimal MD video streaming.

Index Terms— Ad hoc network, multiple description coding,
routing, video streaming, server diversity.

I. INTRODUCTION

AD hoc networks are infrastructureless wireless networks
with mobile users. These two characteristics make ad

hoc networks an excellent match for important military and
civilian applications, all of which demand great simplicity and
flexibility in deployment and operations. However, the other
direct consequences of infrastructure-independence and user
mobility are multi-hop, fragile wireless routes and dynamic
network topology, posing great challenges for provisioning
of content-rich multimedia streaming services in ad hoc net-
works.

With respect to such streaming services, a basic requirement
is continuous delivery of media data, which translates to
a continuous connectivity requirement between the media
server and client. Furthermore, it would be highly desirable
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to have a graceful degradation of received media quality as
network environment changes over time, i.e., a received qual-
ity commensurate with available network resources. Clearly,
the traditional approach of accessing a single server through
a single path could be hardly adequate, since the server could
crash or be unavailable due to high workload or network
partition, and the single path could be broken or congested. To
address these issues, an effective solution is service replica-
tion [1], which has been widely used in the Internet to make
service closer to clients and for balancing the workload among
servers [2]–[4]. We believe an effective solution should jointly
consider QoS provisioning mechanisms (e.g., server selection
and QoS routing) as well as video coding, error control and
concealment mechanisms for optimal streaming service in ad
hoc networks.

Recent advances in Multiple Description (MD) coding has
made it highly suitable for multimedia communications in
wireless ad hoc networks [5]–[11], especially for distributed
media deliveries. MD coding is a technique that generates
multiple equally important descriptions, each giving a low, but
acceptable video quality [5], [10]. The decoding independence
among the descriptions permits a reconstruction of video
from any subset of received descriptions, achieving a quality
commensurate with the number of received descriptions. This
feature makes MD video an excellent match for multimedia
applications in ad hoc networks, where wireless links are
unstable and reliable paths are hard to maintain.

MD for distributed storage has been suggested in [5],
where a typical user would have fast access to the local
video descriptions. For higher quality, one or more remote
descriptions could be retrieved and combined with the local
ones. An interesting and thorough study of MD streaming
for content delivery networks (CDN) is presented in [6].
Particularly, three server selection algorithms, i.e., Shortest
Path (SP), Heuristic, and Distortion are proposed for a client to
select a pair of servers having complementary descriptions for
improved video quality. Although these algorithms have been
shown to be effective in content delivery networks, the first
two simple algorithms only consider hop-counts of the paths
when choosing servers. Such a network-centric approach may
not necessarily guarantee good application layer performance,
such as video quality [8], [9]. The third server selection
algorithm, Distortion, selects servers based on the expected
video distortion, but without considering the more difficult
optimal routing problem. In wireless ad hoc networks, links
are much more diverse in terms of quality (e.g., available
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bandwidth and loss) than links in wireline networks. In such an
environment, pure server selection-based algorithms, although
effective in the Internet, may produce low video quality if
the default routes happen to include links being congested or
having high loss rates.

In this paper, we study the problem of joint routing and
server selection for double description (DD) video streaming
in wireless ad hoc networks. In addition to selecting a pair
of servers, we also explore optimal routing strategies to find
high quality paths to the servers. Such a joint routing and
server selection scheme opens a new dimension of freedom
for further improving the DD video quality, since it explores
a much larger solution space than existing server selection
schemes.

Specifically, we first formulate the joint routing and server
selection task as a combinatorial optimization problem that
minimizes the received video distortion. This approach is
application-centric and cross-layer in nature since we optimize
the application layer performance (video quality) via network
layer operations (routing). Due to the highly complex nature
of the formulated problem, exact solutions are hard to find.
Rather, we present schemes to compute a lower bound and
an upper bound on the best achievable video distortion based
on the monotonicity properties of the objective function. The
upper bound produces a near-optimal pair of servers and a pair
of corresponding paths for the client. The proposed approach
is computationally efficient and can be easily incorporated into
existing routing protocols for ad hoc networks. Our extensive
numerical results show that the upper and lower bounds are
very close to each other for all the cases studied, indicating
that they are very close to the global optimum. We also
observe significant gains in video quality achieved by the
proposed approach over existing server selection schemes,
which justify the importance of jointly considering routing
and server selection for MD video streaming in wireless ad
hoc networks.

The remainder of this paper is organized as follows. In
Section II, we present the problem formulation, and then
present algorithms for computing a lower bound and an upper
bound for the achievable optimal distortion in Section III. Our
experimental studies are presented in Section IV. We discuss
practical issues in Section V and related work in Section VI.
Section VII concludes the paper.

II. PROBLEM DESCRIPTION

In this section, we formulate the problem of joint routing
and server selection for MD video streaming in wireless ad
hoc networks. The notation is summarized in Table I.

A. Double Description Video Performance Measure

We focus on double-description (DD) video to illustrate the
problem formulation, since it is most widely used in MD video
streaming in practice [6]–[9], [12], [13]. For two descriptions,
each generated for a sequence of video frames, let dh denote
the achieved distortion when only description h is received,
h = 1, 2, and d0 the distortion when both descriptions are
received. Also, let P00 represent the probability of receiving
both descriptions, P01 the probability of receiving Description

TABLE I

NOTATION

Symbol Definition
G{V, E} : graph representation of the network.
V : set of vertices.
E : set of edges.
Sh : server set that hosts Description h, h = 1, 2.
sh : a video server, sh ∈ Sh, h = 1, 2.
u : a client node.
{i, j} : a directed link from node i to node j.
bij : available bandwidth of link {i, j}.
pij : success probability of link {i, j}.
lij : average loss burst length of link {i, j}.
αij : “up” to “down” transition prob. of link {i, j}.
βij : “down” to “up” transition prob. of link {i, j}.
xh

ij : routing index variables, defined in (3).
Ph : a path from sh to u, h = 1, 2.
J (P1,P2) : joint portion of P1 and P2.
J̄ (Ph) : the disjoint portion on Ph, h = 1, 2.
pjnt : average success prob. of joint links.
ph

dj : average success prob. of disjoint links on Ph.
Ton : average “up” period of the joint links.
α : transition probability from “up” to “down.”
β : transition probability from “down” to “up.”
Rh : rate of Description h in bits per pixel, h = 1, 2.
R : rate for balanced descriptions, i.e., R1 = R2 = R.
a : a = 2−2R1 .
b : b = 2−2R2 .
ρ : a constant for converting bandwidth to video rate.
γ : a constant determined by chroma subsampling scheme.
W : width of a video frame (in number of pixels).
H : height of a video frame (in number of pixels).
f : frame rate of a description.
d0 : distortion when both descriptions are received.
dh : distortion when only Description h is received,

h = 1, 2.
σ2 : variance of the source.
P00 : probability that both descriptions are received.
P01 : probability of receiving Description 1 only.
P10 : probability of receiving Description 2 only.
P11 : probability that both descriptions are lost.
D : average video distortion.
x∗ : the optimal solution.
x∗

u : constructed upper bounding solution.
x∗

l : constructed lower bounding solution.

1 only, P10 the probability of receiving Description 2 only,
and P11 the probability of losing both descriptions. Then, the
average distortion of a received DD video could be expressed
as:

D = P00 · d0 + P01 · d1 + P10 · d2 + P11 · σ2, (1)

where σ2 is the variance of the source.
Let Rh be the rate in bits per sample of Description h,

h = 1, 2. The rate-distortion region for an i.i.d. memoryless
Gaussian source with the square error distortion measure was
first introduced in [14]. For computational efficiency, in [12],
Alasti et al. employed the following rate-distortion region,
which is also used in the present paper.1⎧⎨

⎩
d0 = 2−2(R1+R2)

2−2R1+2−2R2−2−2(R1+R2) · σ2

d1 = 2−2R1 · σ2

d2 = 2−2R2 · σ2.

(2)

1Note that other empirical rate-distortion models, e.g., the model used in
[6], can be incorporated into this framework as well.
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B. Computing Distortion for Two Given Paths

A wireless mobile ad hoc network can be modeled as a
probabilistic directed graph G{V, E}, where V is the set of
vertices and E the set of edges. We assume that nodes are
reliable during the video session, but a link may fail with
certain probabilities. Accurate and computationally efficient
characterization of an end-to-end path in a wireless ad hoc
network, with consideration of mobility, interference, and
time-varying wireless channels, is extremely difficult and
remains an open research problem. As an initial step, we
focus on network layer characteristics in this paper, assuming
that physical and MAC layer dynamics of wireless links can
be translated into network layer parameters. For example, we
could characterize a link {i, j} ∈ E by: (i) bij , the available
bandwidth of link {i, j}; (ii) pij , the “up” probability of link
{i, j}; and (iii) lij , the average loss burst length on link {i, j}.

We assume (as in, e.g., [15]–[17]) that network dynamics
occur at a relatively larger timescale such that topology and
link metric changes could be propagated to the network in a
timely fashion. Furthermore, traffic from other video sessions
is regarded as background traffic, and is reflected in the
available link bandwidth bij . Similarly, link layer retransmis-
sions/buffering could actually be taken into account in the link
parameters pij and lij . That is, pij and lij can be interpreted
as network layer metrics, which are measured at the network
layer and has already taken into consideration the lower layer
dynamics. In practice, these parameters could be measured by
nodes in the network. In proactive link state routing protocols,
the measured parameters could be distributed throughout the
network using Link State Advertisements (LSAs) [16]. In
reactive routing protocols, such measured parameters could
be piggybacked in route replies (RREP) in response to an on-
demand route discovery [15].

Within the network, let there be two sets of streaming
servers, denoted as Sh, each hosting Description h of a video
in their cache or public directory, h = 1, 2. Note that these two
sets do not have to be disjoint. If S1 ∩ S2 �= ∅, then nodes in
S1∩S2 can offer both descriptions of the MD video. For video
streaming applications, usually server nodes do not perform
on-line coding. Therefore, we assume that the descriptions
have fixed and balanced rates, i.e., both descriptions have the
same rate R, R1 = R2 = R. Unbalanced descriptions, i.e.,
R1 �= R2, can be easily handled in the proposed framework,
which we have omitted for the sake of brevity.

Before we mathematically formulate the problem of joint
routing and server selection, we need to compute the average
distortion D as a function of link statistics for a given pair of
servers and paths. We first define the indices for describing
the choice of a pair of paths:

xh
ij =

{
1, if {i, j} ∈ Ph, {i, j} ∈ E, h = 1, 2
0, otherwise, {i, j} ∈ E, h = 1, 2.

(3)

With these index variables, an arbitrary path Ph can be repre-
sented by a vector of |E| elements, each of which corresponds
to a link and has a binary value. The link bandwidth constraints
can then be expressed as:

x1
ij · R1 + x2

ij · R2 ≤ ρ · bij , {i, j} ∈ E, (4)

where ρ is a constant to convert bandwidth to video rate
(bits/pixel), and ρ = γ · W · H · f for a video with frame
rate f and frame size W × H ; γ is a constant determined by
the chroma subsampling scheme (e.g., γ = 1.5 for the quarter
common intermediate format (QCIF) videos).

We now consider how to compute the end-to-end success
probabilities. Since we do not mandate “disjointedness” in
routing, P1 and P2 may share nodes and links. We classify the
links along the two paths into three sets: set one consisting
of joint links shared by both paths, denoted as J (P1,P2),
and the other two sets consisting of disjoint links on the two
paths, denoted respectively as J̄ (Ph), h = 1, 2. For disjoint
portions of the paths, it suffices to model the packet losses
as Bernoulli events, since the losses of the two descriptions
are independent. Therefore, the success probabilities on the
disjoint portions are:

ph
dj =

{ ∏
{i,j}∈J̄ (Ph) pij , if J̄ (Ph) �= ∅, h = 1, 2

1, otherwise, h = 1, 2.
(5)

On the joint portion of the paths, the losses of the two
streams are correlated. In order to capture such correlation,
we model each link {i, j} as an on-off process modulated
by a discrete-time Markov chain. There is no packet loss
when the link is in the “up” state, and the packet loss rate
is one when the link is in the “down” state. Let αij and βij

be the transition probability from “up” to “down” and from
“down” to “up,” respectively. The transition probabilities can
be computed from the measured link statistics, as βij = 1/lij
and αij = (1 − pij)/(pij lij). If there are K shared links,
the aggregate failure process of these links is a Markov
process with 2K states. In order to simplify the computation,
we follow a similar approach in [6] and [13] to model the
aggregate process as an on-off process. Observe that all the
states that have at least one “down” link, are equivalent from
the perspective of packet survivability. Therefore, we can lump
such states into a single “down” state, and use the single
remaining state where all the links are in the good condition
as the “up” state.

Letting Ton be the average length of the “up’ period, we
have Ton = 1/

[
1 −∏{i,j}∈J (P1,P2)

(1 − αij)
]
. Furthermore,

the average success probability of the joint portion is:

pjnt =
{ ∏

{i,j}∈J (P1,P2)
pij , if J (P1,P2) �= ∅

1, otherwise.
(6)

The transition probabilities of the aggregate on-off process are:
α = 1/Ton and β = pjnt/ [Ton · (1 − pjnt)]. Note that α = 0
and β = 0 if J (P1,P2) = ∅. The consolidated path model
is illustrated in Figure 1, where J (P1,P2) is modeled as a
two-state Markov process with parameters {α, β}, and J̄ (Ph)
is modeled as a Bernoulli process with parameter (1 − ph

dj),
h = 1, 2.

With the above path model, the joint probabilities of receiv-
ing the descriptions can be computed as:⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

P00 = pjnt · (1 − α) · p1
dj · p2

dj

P01 = pjnt · p1
dj ·
[
1 − (1 − α) · p2

dj

]
P10 = pjnt · p2

dj ·
[
1 − (1 − α) · p1

dj

]
P11 = 1 − pjnt ·

[
p1

dj + p2
dj − (1 − α) · p1

dj · p2
dj

]
.

(7)
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Fig. 1. A consolidated path model for double-description video.

Let a = 2−2R1 and b = 2−2R2 . For balanced descriptions
with rate R, we have that a = b = 2−2R. The average video
distortion can be derived by substituting (2) and (7) into (1):

D

σ2
= 1 + pjnt ·

[
(a − 1) · p1

dj + (b − 1) · p2
dj+

(1 − α)
(a + b)(a − 1)(b − 1)

a + b(1 − a)
· p1

dj · p2
dj

]
. (8)

C. The Optimal Routing and Server Selection Problem

With the above preliminaries, we can mathematically for-
mulate the joint routing and server selection problem for DD
video (OPT-JRSS).

Min: D = P00 · d0 + P01 · d1 + P10 · d2 + P11 · σ2 (9)

subject to:∑
j:{i,j}∈E

xh
ij =

{ ≤ 1, if i �= u, i ∈ V, h = 1, 2
= 0, if i = u, i ∈ V, h = 1, 2 (10)

∑
j:{i,j}∈E

xh
ij −

∑
j:{j,i}∈E

xh
ji

=

⎧⎨
⎩

1, if i = sh, i ∈ V, h = 1, 2
−1, if i = u, i ∈ V, h = 1, 2

0, otherwise, i ∈ V, h = 1, 2
(11)

x1
ij · R1 + x2

ij · R2 ≤ ρ · bij , {i, j} ∈ E (12)

xh
ij ∈ {0, 1}, {i, j} ∈ E, h = 1, 2 (13)

sh ∈ Sh, h = 1, 2. (14)

In Problem OPT-JRSS, {xh
ij}{i,j}∈E,h=1,2 and {sh}h=1,2

are optimization variables, representing the choice of a pair
of servers and the links on a pair of paths from the chosen
servers to the client. Constraints (10) and (11) guarantee that
the paths are loop-free,2 while constraint (12) guarantees that
the links are stable. For a given pair of paths (and the pair
of corresponding servers), the average video distortion D is
determined by the end-to-end statistics and the correlation of
the paths, as given in (1), (2), and (7). If multiple solutions
are found having the minimum distortion, we can break ties
by choosing the solution that has the largest bandwidth along
the two selected paths [see (12)].

III. LOWER AND UPPER DISTORTION BOUNDS

In the following, we first introduce several monotonicity
properties of the objective function (9). We then construct
a lower bound and an upper bound on the achievable video
distortion.

2Note that although the feasible region permits disconnected subtours for
any h = 1, 2, the optimization problem model automatically precludes such
a solution.

2

1
Shared links 1,...K-1

s

s
u Link K 

Disjoint links on path 2

Disjoint links on path 1

(a) Solution x̂.

1

2

s

s
Shared links 1,...K-1

Link K 

Link K’ Disjoint links on path 2

Disjoint links on path 1
u

(b) Solution x̄.

Fig. 2. The two solutions x̂ and x̄ satisfy the following conditions: (1)
both solutions use the same pair of servers {s1, s2}; (2) each disjoint portion
of x̂ contains identical links as the corresponding disjoint portion in x̄; (3)
each shared link in x̄ is identical to the corresponding shared link in x̂; and
(4) Link K in x̂, Link K in x̄, and Link K′ in x̄ all have the same set of
parameters.

A. Properties of the Objective Function

The objective function of Problem OPT-JRSS, (9), has the
following monotonicity properties.

Property 1: D is non-increasing with Rh, h = 1, 2.
Proof: Recall that a = 2−2R1 ≤ 1 and b = 2−2R2 ≤ 1.

From (1) and (2), we have

1
σ2

∂D

∂R1
= −P00

2 ln 2 · ab2

(a + b − ab)2
− 2 ln 2 · P01a ≤ 0

Similarly, we have ∂D
∂R2

≤ 0 due to the symmetry in (8).

Property 2: For two completely disjoint paths, D is non-
increasing with ph

dj , h = 1, 2.
Proof: For a disjoint path set {P1,P2}, we have that

pjnt = 1 and α = 0. Then, we have

1
σ2

∂D

∂p1
dj

= (a − 1)

[
(1 − p2

dj)(a + b(1 − a)) + b2p2
dj

a + b(1 − a)

]

≤ 0.

Similarly, we have ∂D
∂p2

dj

≤ 0 due to the symmetry in (8).

Property 3: Consider the two solutions x̂ and x̄ shown in
Figure 2. If the packet loss process of Link K is random or
bursty, i.e., αK + βK ≤ 1, then D(x̂) ≥ D(x̄).

Proof: Let there be K joint links with parameters
{αk, βk}, k = 1, · · · , K in solution x̂, shown in Figure 2(a).
Note that the two solutions x̂ and x̄ in Figure 2 are almost
identical, except that Link K is shared in x̂ but not shared in
x̄. Also note that Link K and Link K ′ have the same set of
parameters. The difference between the two distortions is:

D(x̂) − D(x̄)
σ2

= pjnt · p1
dj · p2

dj

(a + b)(1 − a)(1 − b)
a + b(1 − a)

[
K−1∏
k=1

(1 − αk)

]
·

(1 − αK − βK)(1 − pK)
≥ 0,

according to the “bursty” assumption, i.e., αK + βK ≤ 1.
The intuition behind Property 3 can be illustrated by exam-

ining the covariance of two consecutive failure events (e.g.,
Xm and Xm+1) on link K:

Cov{Xm, Xm+1} =
αKβK

(αK + βK)2
(1 − αK − βK). (15)
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Algorithm ALG-LB
1. Remove link(s) {i, j} having ρ · bij < R, ∀{i, j} ∈ E to obtain a
2. reduced graph G(V, E′);
3. Set the cost of link {i, j} to log(1/pij), ∀{i, j} ∈ E′;
4. Find the path Pl

h from a server sl
h ∈ Sh to u in G(V, E′) that has the

5. minimum cost among all paths from any sh ∈ Sh to u, h = 1, 2;
6. Assuming Pl

1 ∩ Pl
2 = ∅, compute D(x∗

l ), where x∗
l = {sl

1, sl
2,Pl

1,Pl
2}.

Fig. 3. Construct a lower bounding solution x∗
l .

If αK + βK < 1, the two successive failures (or losing both
descriptions sent back to back on this link) are positively
correlated, i.e., the failure process is bursty, which, we argue,
is typical in wireless ad hoc networks. When αK + βK = 1,
the two successive failures are uncorrelated, corresponding to
random packet losses. When αK + βK > 1, the successive
failures are negatively correlated (called sub-bursty), which,
we believe, is rare in wireless ad hoc networks. In Figure 2,
if the Kth shared link has bursty losses, then x̄ yields a
lower distortion than x̂; if the Kth shared link has random
losses, then the two solutions yield the same distortion. This
property is used in ALG-LB to construct a lower bounding
solution for the achievable distortion, and is used in the proof
of Proposition 1 (see Section III-B).

B. A Distortion Lower Bound

We are now ready to construct tight bounds on the average
video distortion. From the monotonicity properties of D,
we need to find a path pair (and the corresponding server
pair) having the largest end-to-end bandwidths, the best loss
characteristics, and are link-disjoint to each other. In this
section, we first relax the bandwidth constraints [i.e., (12)]
and path correlation to obtain a lower bound on D.

Algorithm ALG-LB in Figure 3 can be used to construct
a solution that yields a lower bound for D. Let x∗

l =
{sl

1, s
l
2,P l

1,P l
2} denote the lower bounding solution, i.e., a

pair of servers {sl
1, s

l
2} and the corresponding pair of paths to

them {P l
1,P l

2}. In ALG-LB, we first remove those links that
do not have sufficient capacity to support a single description,
since any solution containing such links would be infeasible
[i.e., violating constraint (12)]. We then set the cost of a link
{i, j} to log(1/pij), for all {i, j} ∈ E′. Then, the total cost
of a path P is:

∑
{i,j}∈P

log
(

1
pij

)
= log

(
1∏

{i,j}∈P pij

)
.

Applying a shortest path routing algorithm, we can find a
min-cost path P l

h from a server sl
h for each of the server

sets Sh, h = 1, 2, to the user u such that the end-to-end
success delivery ratio,

∏
{i,j}∈Pl

h
pij , is maximized. Finally,

we compute the distortion achieved by the chosen solution
x∗

l = {sl
1, s

l
2,P l

1,P l
2} while assuming P l

1 and P l
2 are disjoint.

According to (8) and Property 2, if the paths {P l
1,P l

2} found
in ALG-LB are really disjoint, then they are the optimal solu-
tion to Problem OPT-JRSS; otherwise, the computed distortion
assuming that {P l

1,P l
2} are disjoint will be a lower bound

for the distortion achieved by the optimal solution (according
to Property 3). Therefore, we have the following proposition
holding true for the constructed solution x∗

l .

Proposition 1: The distortion, D(x∗
l ), of x∗

l constructed by
ALG-LB is a lower bound for the average distortion D defined
in (8).

Proof: Let the global optimal solution be x∗ =
{s∗1, s∗2,P∗

1 ,P∗
2}, i.e., a pair of optimal servers {s∗1, s∗2} and the

corresponding pair of optimal paths to the servers {P∗
1 ,P∗

2}.
The formation of x∗ could conform to one of the following
two cases:

Case I: If x∗ is comprised of a pair of disjoint
paths, then from the construction procedure, we have that
p1

dj(P l
1,P l

2) ≥ p1
dj(P∗

1 ,P∗
2 ) and p2

dj(P l
1,P l

2) ≥ p2
dj(P∗

1 ,P∗
2 ),

where ph
dj(P1,P2) =

∏
{i,j}∈J̄ (Ph) pij =

∏
{i,j}∈Ph

pij for
disjoint paths {P1,P2}, h = 1, 2 [see (5)]. From Property 2,
we have that D(x∗

l ) ≤ D(x∗).
Case II: If P∗

1 and P∗
2 share K links, we can construct a

virtual solution x̄∗ = [P̄∗
1 , P̄∗

2 ], by (i) appending a copy of the
shared link k to each of the two disjoint portions; (ii) removing
the shared link k from the shared portion, k = 1, · · · , K (see
Figure 2). That is, we construct a solution x̄∗ with disjoint
paths and identical links to x∗ by duplicating each shared
link in x∗. Note that as a result, x̄∗ may not be realizable.
By applying Property 3 repeatedly for K times, we have that
D(x̄∗) ≤ D(x∗). Finally, from Case I, we have that D(x∗

l ) ≤
D(x̄∗) ≤ D(x∗).

In ALG-LB, P l
h can be found by applying Dijkstra’s al-

gorithm to first find the lowest cost paths to each server in
Sh, with a time complexity of O(|Sh| · (|E| + |V | · log |V |)),
and then choosing the server (and the corresponding path)
having the minimum cost path among all servers in Sh, with
a time complexity of O(|Sh|), h = 1, 2. Note that although
the computed P l

1 and P l
2 may share links, we assume that they

are completely disjoint in order to obtain a distortion lower
bound. As a result, the solution x∗

l that achieves the lower
bound may not be realizable.

C. A Distortion Upper Bound

Although the above lower bound is very useful in providing
a close approximation for the minimum achievable distortion
by jointly selecting the optimal servers and the corresponding
optimal paths, Algorithm ALG-LB may not provide a usable
set of servers and paths for client u. In this section, we present
an algorithm to construct a feasible solution that yields an
upper bound on D.

Algorithm ALG-UB in Figure 4 can be used to construct
an upper bounding solution. Let the upper bounding solution
be x∗

u = {su
1 , su

2 ,Pu
1 ,Pu

2 }. The first three steps in ALG-UB
are exactly the same as those in ALG-LB. However, we take
into consideration link bandwidth constraints when choosing
the second server/path, in order to make a feasible solution,
and consider the path correlation when computing distortion.
Specifically, we remove those links on Pu

1 that do not have
sufficient bandwidth to support both descriptions in Step 6, and
then compute the optimal path to the second server set. Finally,
when the upper bounding solution x∗

u = {su
1 , su

2 ,Pu
1 ,Pu

2 } is
available, we compute distortion by taking into consideration
of the correlation of the two paths {Pu

1 ,Pu
2 }. In contrast to

ALG-LB, both link bandwidth constraint and path correlation
are accounted for in ALG-UB.
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Algorithm ALG-UB
1. Remove link(s) {i, j} having ρ · bij < R, ∀{i, j} ∈ E to obtain a
2. reduced graph G(V, E′);
3. Set the cost of link {i, j} to log(1/pij), ∀{i, j} ∈ E′;
4. Find the path Pu

1 from a server su
1 ∈ S1 to u in G(V, E′) that has

5. the minimum cost among all the paths from any server in S1;
6. From G(V, E′), remove link(s) {i, j} having ρ · bij < 2R, ∀{i, j}
7. ∈ Pu

1 to obtain a further reduced graph G(V, E′′);
8. Find the path Pu

2 from a server su
2 ∈ S2 to u in G(V, E′′) that has the

9. minimum cost among all the paths from any server in S2;
10. Compute D(x∗

u), where x∗
u = {su

1 , su
2 ,Pu

1 ,Pu
2 }.

Fig. 4. Construct an upper bounding solution x∗
u.

As in ALG-LB, Pu
1 can be found by applying Dijkstra’s

algorithm with a time complexity of O(|S1| · (|E| + |V | ·
log |V |)) and Pu

2 can be found with a time complexity of
O(|S2| · (|E|+ |V | · log |V |)). For the constructed solution x∗

u,
we have the following proposition holding true.

Proposition 2: The distortion of x∗
u constructed in ALG-

UB, D(x∗
u), is an upper bound for the average distortion D

defined in (8).
Proof: Clearly, x∗

u = {su
1 , su

2 ,Pu
1 ,Pu

2 } is a feasible solu-
tion to Problem OPT-JRSS, since it satisfies all the constraints
(10)–(14). Therefore, D(x∗

u) must be an upper bound for D,
which is the distortion of the global optimal solution x∗.

The four-tuple {su
1 , su

2 ,Pu
1 ,Pu

2 } provides a usable solution
to Problem OPT-JRSS. We will show that the lower and upper
bounds derived in this section are very close to each other. In
other words, the upper bound is near-optimal in all the cases
that we examined.

IV. SIMULATION RESULTS

In this section, we present simulation studies on the per-
formance of the proposed algorithms using a customized
simulator developed by the authors. We first examine the
quality of the lower and upper bounds, and then compared the
proposed algorithms to three existing server selection schemes.

A. Simulation Settings

In each experiment, we generate an ad hoc network topol-
ogy by uniformly placing a number of nodes at random
locations in a square region. Connectivity is determined by
the distance coverage of each nodes transmitter (set to 250 m
in all the following experiments). In order to obtain connected
networks, the area of the network is adjusted for different
numbers of nodes to achieve an appropriate node density (e.g.,
the “magic number” in [18]). For the experiments reported in
this section, we choose the area such that there are eight nodes
in a node’s transmission coverage.

The client node and server nodes are randomly chosen.
For large-sized networks, we avoid the trivial cases where
the servers are within two hops from the client node. For
all the experiments reported, the success probability pij is
uniformly chosen from [0.9, 0.995], for all {i, j} ∈ E. The
proposed algorithms, and the algorithms used for comparison,
are executed on such networks to compute a pair of servers
and a pair of paths to the servers for a DD video session. We
set the variance σ2 to 1, since it does not influence routing
and server selection decisions. Other parameter settings will
be introduced in the following when the results are discussed.

The computation time is in tens of milliseconds for all the
experiments.

B. Optimality of the Distortion Bounds

One important performance concern is the optimality of
the proposed lower and upper distortion bounds. Table II
present the distortion bounds found by ALG-UB and ALG-
LB for three 10-node and three 15-node networks, as well
as the global optimal distortion values found by exhaustive
search (ES). For the 10-node networks, we have |S1| = 2 and
|S2| = 3; for the 15-node networks, we have |S1| = 3 and
|S2| = 4. The available bandwidth of each wireless link bij

is uniformly chosen from [128Kb/s, 448Kb/s], in steps of
64Kb/s, for all {i, j} ∈ E. The video description rate and
mean burst length of the links are varied to demonstrate their
impact on the distortion bounds.

We observe that for all the cases, the global optimal
distortion found by ES always lies between the corresponding
lower and upper bounds. In addition, the difference between
the lower and upper bounds is negligible. When lij is in the
range of two and six, the largest difference between the lower
and upper bounds is 0.012, giving a relative difference of 4.7%
[computed as (UB − LB)/LB]. When lij is in the range of
10 and 25, the largest difference between the two bounds is
0.011, yielding a relative difference of 4.2%. Such small gap
between the lower and upper bounds indicates that they are
both close to the global optimum.

We also perform extensive simulations for larger sized net-
works where exhaustive search is impractical. The distortion
values presented in Table III are obtained for a 50-node
network, an 80-node network, and a 100-node network. There
are 10, 13, and 15 servers in each server set for the 50-, 80-,
and 100-node networks, respectively. The description rate R
is increased from 64Kb/s to 384Kb/s, in steps of 64Kb/s,
while lij is uniformly chosen between two and six for each
link. Again, the proposed bounds were very close to each
other in all of the cases examined. In several cases, the lower
and upper bounds yield the same distortion value, implying
that they are actually the global optimal. For example, the
maximum relative difference between the lower and upper
bounds in Table III is about 10% (the 100-node network,
R = 384Kb/s case), while in several cases (e.g., the 80-node
network, R = 64Kb/s case) ALG-UB does find the global
optimal solution.

We find that the proposed bounds can provide an excellent
estimate for the global optimal solution. The servers and
the corresponding paths found by ALG-UB yield a highly
competitive solution to Problem OPT-JRSS. In addition, since
ALG-UB is based on Dijkstra’s algorithm, the computation
time for each run is in tens of milliseconds using a Pentium-4
2.4 GHz computer (with 512 MB memory), even for a 100-
node network (70-90 ms). Indeed, the proposed algorithms are
computationally efficient and are suitable for joint routing and
server selection for large-sized ad hoc networks.

C. Comparison with Existing Algorithms

In order to compare with the existing server selection
schemes, we implement the following three server selection
algorithms proposed in [6] for MD video streaming in CDN.
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TABLE II

COMPARISON OF AVERAGE DISTORTIONS FOR SMALL-SIZED NETWORKS

Range of lij 2 ≤ lij ≤ 6 10 ≤ lij ≤ 25

RKb/s 64 192 384 64 192 384

Network Size 10 15 10 15 10 15 10 15 10 15 10 15

UB 0.756 0.757 0.477 0.475 0.266 0.264 0.756 0.757 0.534 0.476 0.266 0.265

ES 0.756 0.757 0.475 0.472 0.254 0.264 0.756 0.757 0.533 0.472 0.255 0.265

LB 0.755 0.756 0.471 0.470 0.254 0.256 0.755 0.756 0.514 0.470 0.255 0.256

SP 0.806 0.757 0.685 0.614 0.429 0.414 0.806 0.757 0.701 0.614 0.429 0.414

Heuristic 0.806 0.760 0.685 0.614 0.429 0.414 0.806 0.760 0.677 0.614 0.429 0.414

Distortion 0.775 0.757 0.674 0.582 0.429 0.414 0.785 0.757 0.605 0.582 0.429 0.414

1) Shortest Path (SP): pick the closest server (in terms of
hop count) from each server set.

2) Heuristic: compute a score, rmn = (Lm+Ln)/2+LJ
mn,

for each pair of servers {sm, sn} that host complemen-
tary descriptions, where Lm (Ln) is the path length
in hop-count from server sm (sn) to u (for a given
path), and LJ

mn is the number of shared links between
these two paths. The server pair with the lowest score
is selected.

3) Distortion: calculate the expected distortion for each
server pair having complementary descriptions. The
server pair with the lowest distortion is selected.

For these three schemes, SP and Heuristic does not explicitly
require measure link parameters. However, since both schemes
need to identify links that does not have sufficient available
bandwidth, and exclude such links from being used, certain
kind of measurement should still be adopted. The Third
scheme, Distortion, requires link parameters for computing
video distortion. It has the similar requirements in link para-
meter measurement and distribution as the proposed algorithm.

1) Varying Loss Burst Lengths: The distortion value ob-
tained by the three algorithms are presented in Table II for
six small-sized networks. We find that the Distortion algorithm
has the best performance among the three, since it explicitly
optimizes the received video distortion. SP and Heuristic are
simple heuristic algorithms and there is no general rule on
which one is better than the other. Since they only consider
path length or path correlation, they do not achieve good
performance as compared to Distortion.

Another interesting observation is that sometimes a dis-
tortion value found by an algorithm remains the same for
different mean burst lengths (i.e., lij). This is because the paths
to the chosen servers in these cases are completely disjoint,
where the average distortion D does not depend on mean burst
lengths [see (5), (6), and (7)]. Finally, in several cases SP and
Heuristic yield the same distortion value. This is because when
the shortest paths to the two servers, each belonging to a server
set, are disjoint, these servers and the corresponding paths will
be chosen by both algorithms.

In Tables II, ALG-UB outperforms all the three existing
algorithms with a significant margin. We observe the similar
trend in results for large-sized networks (50-, 80-, and 100-
node networks). The corresponding results are presented in
Table III. In wireless ad hoc networks, links have highly
diverse qualities. Therefore, only considering hop-count in
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Fig. 5. Average distortions for increasing description rate R. From left to
right for each value of R: ALG-UB, ALG-LB, SP, Heuristic, Distortion.

server selection would not produce good received MD video
quality. For the Distortion algorithm, although it selects servers
based on the computed distortion values, it does not neces-
sarily provide good results since it only considers the given
routes from the servers to the client. It may not be efficient in
handling the cases when there are low quality links (e.g., low
available bandwidth or high loss rates) in the given routes.

2) Increasing Video Rates: We examine the impact of the
description rate R in this section. For a 100-node network
having |S1| = |S2| = 15, we compute the average video
distortion values using the algorithms, while increasing R
from 64Kb/s to 384Kb/s in steps of 64Kb/s. The link
bandwidth bij is uniformly chosen from [64Kb/s, 576Kb/s],
also in steps of 64Kb/s, and lij is in the range of two and
six.

The distortion values obtained by the algorithms are plotted
in Figure 5. Again, we find that the upper and lower bounds are
very close to each other for all the rates examined, although
the gap increases slightly when R gets large. In the worst case
(when R = 384Kb/s), the difference between the bounds is
0.0188, giving a 6.3% relative difference; while in the best
case (when R = 64Kb/s), the relative difference is only
0.01%. The proposed algorithms also outperform the existing
three schemes by a large margin for all the description rates
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TABLE III

COMPARISON OF AVERAGE DISTORTIONS FOR LARGE-SIZED NETWORKS:

lij ∈ [2, 6], ∀{i, j} ∈ E

RKb/s 64 128 192 256 320 384

UB (50-n) 0.770 0.619 0.546 0.463 0.437 0.407

LB (50-n) 0.768 0.607 0.538 0.452 0.415 0.382

Dist. (50-n) 0.832 0.751 0.741 0.726 0.682 0.643

UB (80-n) 0.782 0.628 0.513 0.480 0.453 0.449

LB (80-n) 0.782 0.628 0.513 0.462 0.438 0.424

Dist. (80-n) 0.816 0.694 0.607 0.589 0.576 0.555

UB (100-n) 0.790 0.647 0.548 0.496 0.430 0.376

LB (100-n) 0.786 0.635 0.521 0.464 0.396 0.341

Dist. (100-n) 0.813 0.697 0.654 0.617 0.561 0.514

examined.
When R is increased, there is lower distortion due to the

lossy encoder and the average distortion will decrease. On the
other hand, a larger R makes more links having bij < R
unusable in routing and may cause path changes (since a
previously chosen path may become infeasible for an increased
rate). For example, for the SP scheme, the achieved distortion
first decreases with the increased rate. When the rate further
increases (e.g., when R = 256Kb/s), one of the shortest
paths becomes infeasible. In this case, a new shortest path
in the reduced graph (by removing links having bij < R)
is computed and used. Such path change will cause a sudden
increase in the distortion, since the new path is longer than the
original path. Similar trend can be observed for the Heuristic
and Distortion schemes, since they all operate on a set of
given paths. For ALG-UB, since server selection and routing
are jointly performed, there is much more freedom in selecting
which links to use and no such sudden increase in distortion
is observed.

3) Quality of Individual Frames: Since the Distortion al-
gorithm has the best performance among the three existing
algorithms, we further compare its performance with ALG-
UB by transmitting double description (DD) video in a 50-
node ad hoc network. There are 10 servers in each server set.
We choose a time-domain partitioning coding scheme [6]–[9],
[13], where two descriptions are generated by separating the
even and odd-numbered frames and coding them separately
(with a 10% macroblock level intra-refreshment). An H.263+
codec is used to generate the descriptions. The 400-frame
QCIF [176×144 Y pixels/frame, 88×72 Cb/Cr pixels/frame]
sequence “Foreman” is encoded at 15 fps and 192Kb/s for
each description. The descriptions are then packetized (one
GOB per packet) and transmitted over the paths found by the
algorithms.

The average peak signal to noise ratios (PSNR) of the
reconstructed video frames are plotted in Figure 6. During
the period of Frame 65 to 92 and the period of Frame 270 to
290, the ALG-UB curve suffers big drops. By examining the
packet loss trace, we find that there were bursty, concurrent
loss of packets from both descriptions during these intervals.
Furthermore, the ALG-UB curve is well above the Distortion
curve for most of the frames. The average PSNRs obtained by
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Fig. 6. PSNRs of reconstructed frames obtained by Algorithm ALG-UB and
the Distortion scheme.

ALG-UB and Distortion are 29dB and 21.9dB, respectively.
By jointly optimizing the routing and server selection deci-
sions, an 8.1dB gain in average PSNR has been achieved.
Such significant gains demonstrate the efficacy of the joint
routing and server selection approach for MD video in wireless
ad hoc networks.

V. PRACTICAL IMPLICATIONS

In practice, the joint routing and server selection scheme
can be incorporated into existing distributed routing protocols
for wireless ad hoc networks. Existing routing protocols can
be roughly categorized as proactive, where a consistent and
up-to-date view of the network is always maintained, and
reactive, where route discovery is performed on-demand. For
proactive routing protocols (e.g., OLSR [16]), we can define
a new type of Link State Advertisement (LSA), in addition
to the original types that report link states and statistics,
to disseminate the availability of video descriptions at each
node. Link parameters can be piggybacked in the LSAs. Then,
a client node can determine the two server sets from the
received LSAs and use Algorithm ALG-UB to quickly find
near-optimal servers and paths to them.

Under reactive routing protocols (e.g., DSR [15]), we can
let the client node broadcast Video Request (VREQ) messages
[rather than Route Request (RREQ) messages in the original
DSR] to the network in order to discover nodes that host one or
both of the video descriptions. Such a node, after receiving the
VREQ message, will return a Video Reply (VREP) message to
the client, carrying information on which description(s) it has,
link statistics, and path information. After receiving a number
of such VREPs, the client can construct a partial view of the
network and the server sets, and then run Algorithm ALG-UB
to select the best servers along with associated routes to them.

Note that the link parameters are piggybacked in routing
control messages, and only those link parameters that have
changed need to be disseminated. The additional overhead of
distributing the network layer parameters should be moderate.
In addition, since video applications usually have traffic chang-
ing over longer timescales, such overhead will be amortized.
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Accurate measurement/estimate of available link capacity
is a difficult problem. There are several possible approaches
to address it. For instance, many wireless network interface
cards work with several discrete, fixed rates. They adjust the
current data rates according to the signal strength or the SNR
(e.g., in WLAN cards). A rough estimate of the available link
capacity could be made by measuring the SNR values and the
traffic rates to the corresponding neighbor averaged over a time
window. Second, estimating path parameters based on end-to-
end measurements has been an active research area for years.
There exist many effective techniques in the literature (e.g.,
see [19], [20]). We conjecture that these techniques could be
adapted to provide accurate estimate of available link capacity
as well.

So far, we have only considered joint routing and server
selection from a client’s perspective. For the traditional server
selection problem, load balancing for servers is a major
design objective in order to reduce congestion and server
response time [2]–[4]. Such a load balancing issue, when
a large number of clients exist, can be easily addressed in
our proposed framework by defining a virtual link for each
server as the first link for any path starting from the server.
For a server si, the virtual link has an available bandwidth
in proportion to the server’s available processing capability.
Running Algorithm ALG-UB on this augmented network will
ensure load balancing among the servers.

VI. RELATED WORK

One of the related papers, [6], has been discussed in
Sections I and IV. In the following, we briefly discuss other
related work in the literature.

Caching and service replication are effective techniques
for providing scalable distributed service over the Internet.
The single server selection problem, i.e., how to select a
server from a set of mirror sites for a client request so as
to provide the “best” service for the client, has been studied
over the years (e.g., see [2]–[4] and references therein). In
existing server selection schemes, either the client or server
monitor server load and/or network performance (e.g., round
trip times from the servers to the client) and then select a
“best” server based on these measurements. These schemes are
mainly designed for data applications (e.g., web service) and
do not explicitly attempt to optimize video quality. Moreover,
the optimal routing problem has not been addressed.

End system based mechanisms have been explored for
media streaming or data download from multiple mirror sites
in parallel [21]–[23]. In [21], Tornado Codes are used to
enable a client to access a file from multiple mirror sites
in parallel to speed up the download process. In [22], the
authors propose a packet scheduling algorithm for DD video
streaming from a pair of servers. The objective is to minimize
video distortion under the given rate constraints. In [23],
Nguyen and Zakhor propose a receiver-driven protocol for
simultaneous video streaming from multiple senders to a
single receiver. The objectives of this work are to achieve
higher throughput, and to increase tolerance to packet loss
and delay caused by congestion. These works demonstrate
the benefits of concurrently accessing multiple servers, such

as improved error resilience and reduced downloading time.
A fixed pair of servers and given pair of paths are used in all
of these studies.

In our previous work, we studied the problem of optimal
routing for MD video for point-to-point communications [8]
and multicast applications [9] in ad hoc networks. We in-
troduced a Genetic Algorithm (GA)-based approach for the
optimal routing problems. The GA-based approach in [8] and
[9] could be adapted for Problem OPT-JRSS addressed in this
paper. Since the constructed upper bound and lower bound are
very close to each other for all the cases studied, the upper
bound suffices to produce a highly competitive solution to
Problem OPT-JRSS.

VII. CONCLUDING REMARKS

In this paper, we studied the problem of joint routing and
server selection for DD video streaming in wireless ad hoc
networks. Based on the monotone properties of the average
video distortion, we derived a lower bound and an upper bound
for the best achievable video distortion. The upper bound was
demonstrated to produce a near-optimal pair of servers along
with a pair of corresponding paths. Numerical results show
that the bounds are very close to each other for all the cases
studied, indicating the near-global optimality of the derived
upper bounding solution. We also observed significant gains in
video quality achieved by the proposed approach over existing
server selection schemes. This justifies the importance of
jointly considering routing and server selection. The proposed
approach are computationally efficient and can be incorporated
into existing routing protocols for optimal DD video streaming
in wireless ad hoc networks.
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